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SOME Q\&A ON THE 10-MARBLES PROBLEM by Chris Langan

NEWCOME'S PROBLEM AND TWO PRINCIPLES OF CHOICE*


Suppoee a being in whose power to predict your cheices you have emormees confidence. (One might tell a science-ficion story about a being from anolticr planet, with an advasced technelogy and science, who you know to be friendiy, etc.) You know that this being has often correctly predicted your choices in the pest (and has never, io far as Yoe thow, made an incorrect prediction about your choices), and furtherEnose you know that this being has often correctly prodicted the choicen of ather people, many of whom are simily to you, in the particatar sitmatica to be deacribed below. One might tell a longer story, but all this leads you to believe that almost certainly this being's prediction aboent your ehoice in the situation to be discussed will be correct.

Thete are two boxes, (B1) and (B2). (BI) contains $\$ 1000$. (B2) contans either $\$ 1000000$ ( $\$ \mathrm{M}$ ) or nothing. What the content of (B2) depends upon will be described in a moment.

$$
\text { (DI) } \left.(81000) \quad \text { (A2) } \left\lvert\, \begin{array}{c}
8 M \\
o r \\
\$ 0
\end{array}\right.\right\}
$$

Yoí inve a chace betweon fur actions:
(I) enting what is in bodh bowes
(2) Ialing only what is in the second bore

Furthermore, and you know this, the being knows that you know this, and so on:
(I) If the being prodicts you will tale what is in both boxes, be does not put the $\$ M$ in the second box.
(II) If the beine predicts you will take ondy what is in the second boz. the does put the $\$ M$ in the second box. '
The situation is as follows. First the being mates its prediction. Then it puts the $\$ M$ in the mecond box, or does not, dependine upoe what it has predicted. Then you make your choice. What do you do?

There are two plausible looking and highly intuitive muments which require different decisions. The problem is to explain why one of thean is not kegitimately applied to this choice siluation. You might reason as follows:

First Argument: If J take what is in both boacs, the being, almoxt certanly, will have predicted this and will not have put the $\$ M$ in the sexond box, and so I will, almost certainty, get only $\$ 1000$. If I take only what is in the second box, the being, almost certainly, will have predicted this and will have put the $\$ M$ in the second box. and so 1 will, almost certainly, get $\$ M$. Thus, ifl take what is in both boxex, $I$, almost certininy, will get $\$ 1000$. If I lake only what is in the second box, 1 , almost certiony. will get $\$ M$. Therefore I should take only what is in the meooed boz.
Second Argment: The being has already made bis prediction, and has already either put the \$M in the second box, of has pot The \$M is cither already sitting in the second box, or it is not, f? which situation oblains is already fixed and determined. If the being tras already put the $\$ M$ in the second bor, and I take what is in both boxes I get $\$ M+\$ 1000$, whereas if $I$ take only what $x$ in the second bax, 1 get only $\$ M$. If the being has not put the $\$ M$ in the second box, and I take what is in both bones I pet $\$ 1000$, whereas if It take only what is in the second bore, I pet no money. Therefore, whether the money is there or mot, and which it is already fixed and determined, I tet $\$ 1000$ more by takins what is in both boxes gather than taking only what is in the secoed bor. So 1 should take what is in both bores.
let me say a bit more to cmphasize the pull of each of these artuments:
The fust: You know that many persons like yourself, philocophy


Free will revisited, with a mind-bending prediction paradox by William Newcomb


0philomphy in how to explaing (er axplein away) the neture of (row will If the comespet is amplicated within a tamawork of determiniem the will coneen to be fine in any commonly undownood smae aed it in hard to rea how fataling cua be svoided Che sead, andi. Why wart hard for a better future for yoursoll oe for others 4 whet you do mant alweys be what you do dop And how cen you bleme anyone for anything ITa could cet have dowe otherwine?
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# MATIEMITCL GMIES <br>  

 Mrflections on Newcomb's problem: a prediction and free-will dileminn
 will in Aumer, thnor ise ve tio TD. mptaver.
 ov Mnrtias Cardpretarpm


TThis departmentis tople for July. 1973. Noweomb': parndon, produced an enormous outpourting of lotters, Nobert Nozick, who firt wsote about the parador in a papet published In 1970, agreed to look ower the correrpondenes and put down his reactions. Noxick is a philowopher et Ifarvard Uni. merity and the author of Anarchy, Stote and t/topin. a loment that will be puib). lithed thus ummer by Rave Drakio. William A. Nowememb, the man who disenvered the paradox, is a thermowical phymtelit at the lawrence Livermore Laboralory of the Univeratty of California.
What filtexve ta the commumication I mevived from Noakick in Octaber. Miny I vtre readert who wah to write again not to do wo until they have raed Noxick': original papert? It gom into conaiderably more inchnical detall than my fret artide. or Noxickis prowent commenta.

NJowermilis problem involves a licing who has the ability to prodict the chokers yan will male. You have enor. mous mofrience in the Beingi' predic. tive atulity. Ila has alrowdy emorectly prodicied yourt chowicen in many other sttuationst and the chmices of many other prople in the situation to be deseribed. Wo may linagine that the beeng ts a greduale itudent from another pianet. chacting a theory of temomitial paychology, who Arrt takee mescurements of the ctete of our breine before making his prodictions. (Or we may mangme that the Bolng in Cod) There are two borec. Bios 1 containa \$1,000. Boes $\&$ containe efther 11 million or no monery.

Yoo have a chotes betwoen two eo. Howi laking what in th both boxee on thlinen only whet it in the weoond bos. It the fring prodicts youl will teles what it in bexh bover, he doee not pat the it 1 feltion in the reosead bor. It ho proditis tyo wal tuke only whot in in the socond hore ofl to gedlet gur tin bigivily


 of ahetre to mivionio.
chate on mome mulom ecent, he does not put the maswey in the werned loor.) You know thene lacts, he hirenve you know them and so on. The Being makes his prediktion of yous shoire, pute the 81 million in the vecond box or not, and then you choove. What do you do?
Thers are plausble arguments for renching two different dectolon::
I. The axpected-utility argoment. If you take what in the looth loroes, the Being almost certainly will havo pres dicted thas and will noe have put lie 81 million in the zecond loos. Alinost certainly you will get onty $\$ 1.0 \mathrm{~m}$. If you take only what it in the arment line, the theing almoet certainiv will have predleted this and put the money therot. Almont ertainly yemi will get 11 milItom. Therefore (on platuilile asumpr Itons aloovt the uttitity of the murney for you) you chouid take only what is in the seesend bos ise bllustretion on oppostla pegel.
2. The dominance argument. The Being has alreedy made his preciciction and han eutier put the $\$ 1$ million in the second ben or has not. The monery is etthere aitiong in the meenod leme of it is not. The situation. whicherer it in. is Aned and determined. If the Being put the million in the mexond lwav, yoru will get \$1,001.000 if you take locth houes and only 11 mallion is you thes only the rea and boo. If the Being did not put the money in the meend lxox, you will get $\$ 1,000$ ty you take looth hores and no money if you take orily the areond bon. In ellher case you will do better by 11.000 पy you tabe what is in booth beves rether than enly what is in the meaend bos (my amatrestion on page 104).

Euch argument it poworful. The groblem to to explain why one to defere twe. Of the fles las letters to Selewitice Ampricem from maders who tried to msolve the parados, a laree maporty se copeed the problem an brine meantigifal and favered one of the twn elternativen. Efatry-nme believod me ahoold take only what if ta the mecond bor, 97 bo! leved onchacold take what is in botk benv-a propirtion of aboer 25 to nome
one way or enotime. it loclienent ine. problemis coudnition to be impossubie or liconalatent aed four moinlained that the prodictor camen entet lierause the asoumption that he doet heale to a li.epcal contradiction.

Thoee whe favered laking onily the mecond hor tried in varkens w, wis to un. dereut the force of the dominaine argsment. Mlany polsted ont that if yoro thought of that argument and wrre cons. viseed by it, the prodketor would (al. mont cortainiy) have predicted it and ymu would end up with only $\$ 1.1000$. They interpoted the dominance arsument as an attompt to outwit the perdic. tor. Thla potition makes thing tom ammple. The propeneint of the dommaice argument doen beliove the will end up with only 11,000, yet mesertheless he thinke it is best to take heoh hovev. Sm. eral proponente of tha domluance principlo bemoaned the fact that ratiemal in. dividuale wouid do worse than irratame.ol ones, but that did not sway them.
Stephen E. Weim of Morgantown, W.Va., tried to reonelite the two verove. He ouggested that following the capert. ed-utility ergument meximiers cuprets. thon, wherose following the dernituruce arghant maximises correct devivion. Unfortunately that kenves isterplained why the comect decistion th tut the mos that maximizen expectation.
The asoumptione underlying the devorInance argurmome, that the $\$ 1$ million is already in the mecond box or ill is onk and that the situation is hiral and determined, were quentoned tiy Monan S. Talothar, a phyilelst at tho Nievis taitorntorice of Columbin Unisenitv, who wroter Torthape it is false in unv that the Ireing has defindtoly made ore ctroke or the other. fort es $M$ is fabe to say that the election (in the two-dit experiment) ( went threugh one ath or the other. Fer. hapn we can only my that there is some amplitude that EI (iecond bovi) hate t1 malion and wome other amplitude that $n$ is eropty. Thate amplatude interfere unlam and until wo melos our move and open up the bos.... To assert that 'etither O1 contation 91 million or olso $n t$ te ompiy It an intultive argyoment for which thero to ne evidence unime we open the bor Admettedily the minalitve ovidence ts troug bot to in the case of the doublo-故 alactroa ditruetion our lintuition cta sometrie prove to be wione"
Kaloikara arganout maket a vornion of the probloen. in which the wenod hor in toderpersat on the other akde and
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## SOME Q \& A ON THE RESOLUTION OF NEWCOMB'S PARADOX

The following questions were suggested by the content of a telephone conversation which occurred on Sunday, February 9, 1997 between Rick Rosner and me. By the time this conversation was over, Rick (who, as I recall, found my first paper on the resolution "pretty unreadable") seemed to have a much better grasp of the resolution than before. I hope this will prove true for other readers who were stymied by the mathematical style of the original paper. To better orient yourself regarding this dialogue, please read Nozick's original definition of Newcomb's problem in this issue.

Newcomb's problem: There are two boxes on a table. Box A is transparent and contains $\$ 1,000$. Box $B$ is opaque. You are allowed to choose either $A$ and $B$, or $B$ alone. However, you have been told told by a reputedly omniscient being that he has put $\$ 1,000,000$ in box $B$ if and only if he has predicted that you will take $\mathbf{B}$ alone. If, on the other hand, he has predicted that you will take both $\mathbf{A}$ and $\mathbf{B}$, or that you will make your choice on the basis of some random event, then $B$ is empty. On the basis of your own past experience, you have full confidence in this being's predictive abilities. You know that he has correctly predicted the outcome of this game on many previous occasions with many other players. Furthermore, he has correctly predicted your own behavior in many other situations of various kinds. What should you do?

QUESTION: What is the difference between Newcomb's problem and Newcomb's paradox?

ANSWER: Newcomb's problem is to specifiy which of two distinct alternatives should be chosen to maximize gain in a certain decision-theoretic context. Unfortunately, since each choice has an apparently sound justification, there are two equally valid solutions. Newcomb's paradox arises from the mutual contradiction of these solutions. The object is to show why one justification, and therefore one solution, is actually better than the other, and thus to simultaneously resolve the paradox and solve the problem.

One choice, taking both boxes, seems justified because if the money is already in the boxes, then one can lose nothing (and may gain the extra $\$ 1,000$ in box A ) by taking both. This argument is called the dominance argument, and it relies on the idea that time is confined to a one-way, cause-to-effect linear sequence from past to future. The other choice, taking only one box, seems justified because there is a virtually unlimited amount of inductive empirical evidence to the effect that a million-dollar gain will result. This argument is called the expected utility argument, and it relies on our ability to make inferences from observation...i.e., to infer the future from the past.

Thus, Newcomb's paradox pits the idea that time is linear and one-way - that the past affects the future, but never vice versa - against the idea that we can infer the future
from the past, which in this case requires the existence of multiple levels of time. It therefore centers on the nature of time and its interface with human cognition.

QUESTION: The nature of time? But isn't the crux of the paradox often perceived as the existence or nonexistence of free will?

ANSWER: Yes, but this perception is erroneous. The paradox can be resolved, and the choice can be made, irrespective of free will. That is, the model which resolves the paradox - the NST - logically supports the existence or nonexistence of free will. What really counts is the relationship between free will and time, as developed in the CTMU.

QUESTION: What is the NST, and how does it resolve Newcomb's paradox?


#### Abstract

ANSWER: The NST, or Nested Simulation Tableau, can for present purposes be described as a computational hierarchy of virtual realities, each one nested within a higher reality surrounding it. The NST resolves the paradox by building an inclusive computative reality around the physical reality we take for granted. In this extended universe, time is directionally unrestricted, but can still be treated as a one-way linear dimension within the physical level. Thus, it is a model in which expected utility and dominance may coexist in the Newcomb context.


An easy way to envision the NST is to imagine that physical reality is a "program" running on a vast, ultrahigh-resolution 3-dimensional "monitor" consisting of one or more sub-monitors corresponding to physical cognitive agents. To whatever extent the sub-monitors interact on a physical level, their contents intersect at a mathematical interface. Thus, submonitors represent subjective frames of reference, whereas the interface represents objective Minkowski spacetime. The setup allows arbitrary localized access to the physical level, letting the higher-level programmer-controller avail himself of distributed and nondistributed programming at his convenience.

The NST model contains at least two possible mechanisms for creating the Newcomb scenario, each one supporting a distinct kind of "omniscience". In one, the programmer simply controls the thought and behavior of the physical subject, effecting omniscience by means of omnipotence. In the other, the programmer allows the physical subject to make all his own decisions, but "random-accesses" certain key physical-time junctures in order to control the effects of those decisions once they have been made. In the latter case, the predicted subject has free will; in the former, he does not.

QUESTION: How should the evidence posited in Newcomb's problem be interpreted?
ANSWER: When reading the above definition of the problem, the thing to notice is that the evidence for omniscience is hard in quality and unlimited in quantity. Regarding quality, put yourself in the subject's position and consider the meaning of the word
know. Since you "know" that ND (the programmer's simulated self-image) has made many true predictions, you must be an eyewitness (as opposed to someone who got his information at second hand and may have been been misled). And since in many cases it was your own behavior that was predicted, you are in a position to rule out trickery.

Regarding quantity, consider Nozick's use of the word many. "Many" could mean, say, twenty; it could also mean twenty thousand. Because this information is not explicit, we must address the most extreme case: an unbroken string of as many successful predictions as can be observed in an entire human lifetime. That is, we must address the case in which there is so much evidence for omniscience that it cannot be rationally discounted. Thus, the definition of Newcomb's problem brings us so close to hypothetical certainty regarding ND's omniscience that no "wriggle-room" remains. The probability that you have not been tricked, lied to, or deceived by an improbable random sequence is at least as high as the probability that time is linear, especially given your inability to prove the latter assumption.

It follows that if you cannot prove rigorously that Newcomb's problem constitutes a logical absurdity - if you cannot, in apparent violation of modern physics, prove that time is strictly unidirectional within a reality which has only one level-then only one possible conclusion remains: you occupy a "virtual reality" whose programmer is virtually omniscient with respect to your thought and behavior.

QUESTION: In a way, virtual reality seems like an obvious solution...too obvious to have been missed by all the professional philosophers who wrote papers on Newcomb's paradox. What could possibly account for everyone having missed it?

ANSWER: In academia, reputation is at least as highly valued as innovation. If a radical conceptual innovation has no immediate payoff in patents or grant money, its cost to the innovator can be great. Academic standards of conformity tend to preclude flights of imagination, especially the kind that might attract the derision of one's peers. Though philosophy is the mother of all disciplines, the success of modern science has left most philosophers with some amount of "science envy"...i.e., inflated expectations from scientific methodology and aspirations to a scientific mindset, including an inveterate distrust of anything departing too sharply from scientifically acceptable ideology. Academic philosophy has thus sacrificed its duty as the most general and fundamental of disciplines - an open mind - to the coin of the academic realm, grants and tenure. Nowhere is this clearer than the history of Newcomb's paradox.

QUESTION: Many conventional analyses of Newcomb's paradox treat it with a mixture of game theory and subjective probability - i.e., degree of belief or confirmation. Why is that not sufficient?

ANSWER: The evidence in this problem - an arbitrarily long, unbroken string of
predictive successes - is hypothetically factual and logically implies omniscience. This evidence does not arise from opinion, but from some aspect of factual reality. Therefore, the question of its validity, and that of the problem itself, comes down to whether or not there exists a model of reality that incorporates a mechanism for omniscience. But again, opinion has nothing whatsoever to do with this question.

Because people are often irrational and subjectively motivated, practical game theory must allow for these features of human psychology. Professional philosophers are sensitive to this need and would like to construct a bridge between the rational and irrational sides of human nature. Being without an example with which to work, they fixated upon the supposed "irrational component" of Newcomb's problem. But if the Newcomb scenario were irrational - if omniscience were logically inconceivable - then its evidence would have to be dismissed, and the irrational component would vanish. Indeed, if the problem turns out to have a logically identifiable irrational component, then it will be reveaied as an irrational problem which does not admit of rational analysis. But until then, it must be interpreted and solved on a purely rational basis, and Newcomb's wager must be handled accordingly by any rational subject.

Unfortunately for professional philosophers who want to use rationality to bridge the chasm between rationality and irrationality, this is a general situation. As soon as their rational bridge touches down on the irrational side of the gap, it is doomed by its very nature to collapse. It is the chasm itself that is irrational, and the best we can do is construct our bridges over and around the irrational features of our psychological terrain. The real paradox is that so few of us, even after decades of pointless academic wrangling over Newcomb's paradox, seem to have come to this realization.

QUESTION: The philosophical community would seem to be right about one thing at least: the idea that physical reality is "virtual" is pretty widd. VR technology is still in its infancy, and there is an obvious problem of scale. Would simulating an entire universe not seem to be prohibitively difficult and costly in a number of ways?

ANSWER: Logically speaking, the opinion that VR is "pretty wild" is irrelevant. It depends on your subjective expectations. Questions of timing are also irrelevant, given a VR programmer's technological independence from the world he is simulating and his ability to create virtual memories and perceptions in the minds of simulated beings (including their own technological inferiority). And as far as scale is concerned, the programmer need not explicitly simulate a whole universe. He need only simulate the information directly perceived, recognized, inferred or imagined within the minds of his software homunculi.

In fact, he need only attend to the cognition of one homunculus at a timel Once you realize that you may inhabit a simulation, you also realize that your reality may be a solipsistic one in which just you, and only secondarily the objects of your perception,
"exist". Solipsism may be anathema in philosophical and scientific circles, but unless you can personally construct an airtight logical proof against it, you must admit it as a logical possibility subject to confirmation. Philosophy is the one area where plausibility alone is never a sufficient argument. Only logical implication goes the distance.

QUESTION: Are you sure that nobody thought of the virtual reality scenario first with regard to Newcomb's problem?

ANSWER: I first encountered Newcomb's paradox in the early-to-mid-1980's, and as I recall, thought up the NST (Nested Simulation Tableau) shortly thereafter. For all I know, somebody else may have considered it even before that. But if so, it is still far from certain that he developed it to the required extent or was able to explain in logical terms why it constituted a resolution of the paradox. For example, did he describe an actual mechanism for omniscience, define the NST in logical terms, or recognize it as an extended hierarchy analogous to the theory of metalanguages and thus as a model for all relevant arguments including dominance and expected utility? Probably not. Did he pursue its logical implications, as I did with the CTMU? Again, probably not. Thus, even with credentials to ease his way, he may not have been able to convince the editor of any academic journal that his idea was publishabie. And even if such a suggestion were published, then judging from the speed and thoroughness with which it seems to have been buried and forgotten, it was never properly justified or defended.

Fortunately, I'm not an academic, and Noesis is not an academic journal.
QUESTION: VR has been big in Hollywood lately. Isn't the NST suspiciously trendy?
ANSWER: Using Hollywood-style VR in a movie plot - "Johnny Mnemonic slaps on his 3-d data goggles, dons a pair of electronic gloves, and mixes it up with the bad guys at high noon in Cyberspace" - is not quite the same as applying it mathematically to resolve an intractable philosophical paradox. Furthermore, when the paper was first written nearly a decade ago, VR wasn't quite as fashionable. Had the whole thing been handled properly, the Mega Society could have used the resolution to "ride the wave" and generate some publicity for itself. Much to my chagrin, this opportunity was squelched. But I did my part by delivering the goods, and it wasn't me who decided to diddle around until VR became "suspiciously trendy".

QUESTION: Haven't you been accused of "making metaphysical assumptions" in your resolution of Newcomb's paradox?

ANSWER: Such an accusation has been made, but it is baseless. The NST is amenable to a number of possible constructions. The one used to resolve Newcomb's problem - a computer within a computer... running a simulation within a simulation... - is closely analogous to the theory of metalanguages, already an essential ingredient of
logic. Experimenting with various possible interpretations of this ingredient is not the same thing as making factual assumptions.

After all, physics already has a bidirectional conception of time. Granted, time usually behaves in what seems to be a directional way, and scientists have had a great deal of success in treating time as a one-way linear dimension. In the branch of physics called thermodynamics, the one-way linearity of time is known as entropy. On the other hand, particle physics treats time as a two-way symmetry, tachyonic time reversal emerges from relativity theory, and in quantum theory, measurements can have implications that may affect the past. Times have changed in physics, and so has time's directionality.

Looking at the matter from a cybernetic viewpoint, physics has already prescinded from one-way time and introduced a degree of time-directional freedom. The dominance argument then reduces this freedom by introducing a constraint to the effect that time is exclusively one-way... a constraint that introduces information with respect to an extant pair of directional possibilities. Since only the constraint embodies new information, only the constraint qualifies as an "assumption". In other words, by prescinding to the NST and thereby suspending the one-way constraint, I avoided the risk of introducing spurious information to the Newcomb context and thus did the diametric opposite of "making an assumption". And in the process - hard though it may be to grasp - 1 remained truer to the spirit of modern science than did my critic(s).

A good case can be made that this accusation, coming from the source from which it came - the publisher of Noesis, the journal in which it appeared - has robbed the solution of the attention it deserved for the last seven years. In any case, the fact that it was made so carelessly, and has been maintained so obstinately, represents a singular injustice not only to me, but to the Mega Society and the readers of this journal.

QUESTION: Didn't the famous recreational mathematician and Mathematical Games columnist Martin Gardner believe that Newcomb's paradox was irresolvable, and didn't he use another kind of paradox to show why this might be so?

ANSWER: Yes. The paradox that Gardner used in support of his opinion was as follows. "A supercomputer is asked to predict if a certain event will occur in the next three minutes. If the prediction is no, it turns on a green light. If yes, it turns on a red light. The computer is now asked to predict whether the green light will go on. By making the event part of the prediction, the computer is rendered logically impotent."

This is one of a class of "prediction paradoxes" illustrating the pitfalls of foretelling the future. However, unlike a physical computer, a higher-level NST programmer cannot be physically compelled to make logically self-contradictory predictions. And even if he were carelessly to make such a prediction, tripping himself up in the process, his ability to successfully make other kinds of prediction would remain intact.

Our own Ronald K. Hoeflin once tried to use an older but similar paradox against the resolution. "Can an omnipotent God create a stone too heavy for even Himself to lift? If He is omnipotent, then He can do anything and the answer is yes. But then He cannot lift the stone and is therefore not omnipotent." Again, this paradox is resolved by NST stratification. God as a Self-simulated physical entity cannot lift the stone, but God the NST Programmer can. By letting us distinguish between these two aspects of God, the NST resolves the paradox.

Gardner's use of a computer to illustrate his position on the paradox is not without irony. His book Gotcha: Paradoxes to Puzzle and Delight contained not just an account of Newcomb's paradox, but a mere 7 pages away, a brief description of the theory of metalanguages...a theory of which the NST is a close computational analogue. Thus, far from presenting a logical invalidation of Newcomb's paradox, Gardner presented albeit in two separate pieces - the logical means to resolve it!

QUESTION: What is the theory of metalanguages, why is the NST a metaphysical analogue of it, and what does the analogy imply?

ANSWER: Any language is used in reference to something of an abstract or concrete nature. With respect to this relationship, the language is called an object language and the referent is catled its object universe. We can now define a higher-level language expressing the details of this relationship, a so-called metalanguage. The metalanguage can be used to selectively posit, derive and compare various possible rules of object-language syntax and semantics (something which cannot be done in the object-language itself, which begins with and can never deviate from its own syntax). Given such a metalanguage, we can then define a yet-higher metalanguage expressing the relationship of the first metalanguage to its universe, i.e., to the relationship of object-language to object-universe, including the rules of object-level syntax and semantics. Inductively extended, this logical relationship constitutes the "theory of metalanguages". This theory is an established ingredient of logic.

It has been realized by a long line of great minds, from ancient ionian philosophers to scientists from Lavoisier to Freud to Chomsky, that cognition is a form of language. This is true not only in terms of content - rational cognition is generally reducible to a sequence of conventionally linguistic expressions - but in terms of form, as becomes evident when we represent thought as a mathematical sequence of neural statetransitions. If we accordingly replace the terms "object universe", "object-language" and "metalanguage" with "physical universe", "object-level cognition" and "higher-level cognition" respectively, and then add a cybernetic control parameter, the NST is the result. The NST is thus a well-defined mathematical object homomorphic to a necessary and well-studied ingredient of logic, the theory of metalanguages.

The analogy between metalanguages and NST "stratified virtual reality" implies that for
logical purposes, any TOE (Theory of Everything), considered as a language, is required (a) to be its own regressive metalanguage, i.e., to explain how and why its own axioms and theorems apply to reality, how and why the explanation applies to reality, and so on ad infinitum; and (b) in placing reality within the framework of logic for analytical purposes, to explicitly incorporate the entire metalinguistic component of logic and a mapping of reality thereto. In other words, no NST, no TOE. Just as in Aristotle's day, cosmology is a branch of metaphysics and requires a logical framework of metaphysical scope. That framework begins with the NST and "ends" with the CTMU, which terminates the most general metaphysical stage of theorization and functions as a new beginning with respect to science.

QUESTION: What about feelings, emotions, and the subjective impression of consciousness? Can you account for the subjective and emotional dimensions of human existence in a computational setting?

ANSWER: I can, but I don't yet have to. Feelings, emotions and the impression of consciousness have not yet been accounted for in any setting. For all you know, your feelings and emotions are already mere computational artifacts of physiological programming. By demanding that a computational mechanism be produced for them, you are presuming that a noncomputational explanation already exists. But as far as you know, it doesn't, and you cannot ask more of the NST than you do of science.

QUESTION: No matter how well the NST can be logically justified as a conceptual tool, VR still seems highly unnatural as an explanation for reality. Does it become more "natural" as its implications are developed?

ANSWER: Yes. The CTMU, which is what the NST ultimately becomes, is a very natural theory well in keeping with the history of world philosophy and science. The NST is merely a starting point for working cognition into reality theory, which turns out to be a necessary step towards theoretical unification. This is unsurprising when we realize that the dependency of physical reality on observation and measurement, both of which are cognitive in a general sense, respectively characterize relativity and quantum theory, the dominant theories of physics on large and small scales.

QUESTION: Applying the metaphysics of virtual reality to a longstanding philosophical conundrum seems like a radical and possibly momentous departure in the field of analytical philosophy. How important is it?

ANSWER: Very important indeed. The field of metaphysics qua philosophy has been stagnating for years. Professional philosophers, cowed by the success of the physical sciences, have all but abandoned cosmology to the physicists. Some philosophers still hope to advance the field, but - let's face it - the physicists are walking all over them. Regarding the ultimate nature of reality, a Hawking, Lederman, Penrose or Tipler can
outsell books by factors of many, and if one actually does bother to look at what the philosophers are putting out, disappointment generally follows. Part of the reason: logic and mathematics are our most powerful tools for organizing abstractions, and most phitosophers lack the mathematical creativity and discipline required by modern cosmology. Instead, they indulge in physics envy, exegesis, pointless criticism, or fussy games of pick-and-choose from the dusty scrolls of philosophical patriarchs.

What phitosophy needs is a new paradigm. The NST and its logical development, the CTMU, are ideas whose times have come.

QUESTION: This whole matter seems to verge on the topic of religion. Can we draw any clear parallels between the two?

ANSWER: Yes. Western religion in particular has tended to separate God from the physical universe in a way requiring the full stratified NST scenario. And oriental religions, by regarding physical reality as an "illusion" concealing a deeper level of being, tacitly embrace the potential for multiple levels of ontological simulation. Once two distinct NST strata are posited, the rest follow by induction. Any attempt to unify science and religion, or the physical and spiritual universe, must therefore construct a mapping between the NST and scientific theory. Given the pressing social, political, and psychological need for such a unification, the importance and conceptual utility of the NST - and its full logical development, the CTMU - are undeniable. That's why the CTMU doubles as a "logical religion" of its own. This was first pointed out in my original paper, The Resolution of Newcomb's Paradox.

QUESTION: The VR resolution of Newcomb's paradox seems to be at least as cogent and well-founded as the many other "resolutions" that have been published in standard philosophical journals. Why haven't you just sent it to the editor of an accredited academic periodical?

ANSWER: For the following reasons. (1) For years, philosophical journals have been printing so-called "resotutions" and criticisms of the paradox that are not only dead wrong, but completely miss its thrust. The correct resolution might well be rejected because it makes these joumals, and the academics who read and write for them, look bad. (2) Although I entered college with a full academic scholarship, I soon fell victim to personal misfortune and bureaucratic pettiness. In the years since, tuition has only gone up while l've remained poor, and the terms of my departure left me all but ineligible for financial aid. The net result: my academic credentials amount to a high school diploma, period. For many "respectable" scholastic journals, that's an instant (and asinine) excuse to dismiss anything I send them out of hand...especially given my ovident ability to make their contributors appear to have been asleep. (3) Even if my unsponsored paper were subject to double-blind refereed review, there is a fortioria considerable likelihood that during the months of wrangling that would follow, some
publish-or-perish hack would deduce my weak academic position, paraphrase my paper, and attempt to retrodictively author it himself, using his superior credentials to get it rushed into print under his own name. And even if the paper were miraculously to be published with proper attribution, my lack of credentials would dog me still. To an academic outsider, journal credit is about as negotiable as confetti.

None of these reasons alone is decisive. But taken together, they militate strongly against the idea that someone in my situation, and with my history of unfair treatment by institutionalized higher education, can blindly repose his trust in academia.

But then again, that's what Noesis is supposed to be for, isn't it?

## SOME Q \& A ON THE 10-MARBLES PROBLEM

In view of Publisher Cole's recent resurrection of the controversy over the notorious 10marbles problem, some further clarification might be in order. Again, thanks to Rick Rosner for suggesting some of the following questions.

The 10-marbles problem: From a box containing exactly 10 marbles, one marble at a time may be randomly extracted, examined and replaced. If you do this exactly 10 times and each time observe a white marble, then on this basis alone, what is the probability that all 10 of the marbles in the box are white?

This problem originally appeared in Noesis, in roughly the above form, as an item in one of Ron Hoeflin's "Trial Tests". While it has since been modified, this is the version over which the present controversy exists.

The controversy, mainly between Publisher Cole and myself, is about whether or not the problem is solvable as given. I say it is; Cole says it isn't. Specifically, I say that a solution follows directly from a simple initialization of Bayes' rule with all possible combinations of white and nonwhite marbles. Cole, on the other hand, claims that we need further information on (a) the prior distribution from which the box was filled (including the specific colors it contains) and (b) the rule by which the marbles in the box were chosen from the prior distribution. Cole's name for his position is "Bayesian Regression". (Chris can correct me if he thinks l've misinterpreted his position; in fact, I wouldn't mind if he did, provided that in the process he finally spells out precisely what his position actually is.)

The following experiment has been proposed to test the hypothesis that the probability in question is approximately .67, as computed from a straightforward initialization of Bayes' theorem with every possible proportion of white-to-nonwhite marbles.

1. Compose a large number of statistical rules for constructing 10 -element sets of 1-10
colors each. Some of these rules should permit the construction of all-white sets.
2. Feed these rules into a computer programmed to construct sets accordingly and construct equal numbers of sets using each rule. Continue until a significant number of all-white sets have been constructed.
3. Program the computer to randomly sample the elements of these sets at 10 samples per set. Loop this procedure until each set has been sampled numerous times and a large number of all-white runs have been generated.
4. Tabulate every all-white run according to the composition of the corresponding set.

QUESTION: What is the relationship between the data - the run of 10 white marbles in a row - and the prior distribution from which the contents of the box were chosen?

ANSWER: Since the data come from the box only after the box has been filled, they tell us not about the prior distribution, but only about what actually made it into the box. The solid walls of the box constitute a logical barrier between the prior distribution and the data. Otherwise, we could simply dispense with the box altogether.

Obviously, the contents of the box may reflect the prior distribution. In this case, if the data accurately reflect the contents of the box, then they reflect the prior distribution as well. But what if the contents of the box are "improbable" relative to the prior distribution? Then the prior distribution is nothing but "disinformation" relative to the contents of the box, and mixing it with perfectly good data is absurd.

For example, suppose that the method of filling the box was chosen deliberately to conceal the nature of the prior distribution. E.g., suppose that the prior distribution consisted of 10 white and 10 million nonwhite marbles of various specific colors, but that the 10 white marbles were deliberately sought out and put in the box. Then virtually all continuity between the prior distribution and subsequent observations has been destroyed, and knowledge of the prior distribution - in which nonwhite marbles were a million times more numerous than white ones -can only interfere with accuracy. Since we cannot assume that the contents of the box reflect the prior distribution, knowledge of the prior distribution cannot be necessary.

We can sum it up like this. In some cases, knowledge of the prior distribution can help; in others, it can hurt. If it were "necessary", it would help all of the time. But it doesn't, and so it isn't.

QUESTION: What about the rule according to which the contents of the box were chosen, including the composition of the prior distribution?

ANSWER: The contents of the box could have been selected by either a statistical or deterministic rule. Suppose that the rule was deterministic; e.g., that someone deliberately put certain numbers of marbles of certain colors in the box. In this case,
knowing the rule amounts to knowing the exact contents of the box. But if we have this information, then no probability need be calculated!

If, before calculating the probability of an event, we can demand to be told whether or not it will occur or has occurred, then there is no reason to calculate any probability whatsoever. We can simply talk, trick, or tickle the information we want out of whomever is "responsible". Unfortunately, it is impossible to pre-assign responsibility for random events. It follows that we do not need to know the rule to calculate the required probability.

QUESTION: Obviously, if we need not know the prior distribution, then we need not know the specific colors it contains. But what about the specific colors in the box? Don't we at least have to know them in order to properly initialize Bayes' theorem?

ANSWER: No. The frequency with which a white marble is observed depends only on the fraction of marbles in the box that are white. Since it makes no difference how we refer to the rest, "nonwhite" is sufficient. To verify this, perform the following thought experiment. Imagine that the box contains white and gray marbles only. Now ask yourself whether the frequency of white observations will change if you paint the gray marbles various nonwhite colors. Since the answer is obviously "no", you need no information on any specific color but the one whose measure is to be inferred ("white").

QUESTION: What shouid we assume as initial probabilities for the 10 possible 10 marble distributions of white and nonwhite marbles in Bayes' theorem?

ANSWER: We don't have to assume anything. We have data on frequency - a 10-trial run - from which to determine their probabilities. Assumption always defers to data.

QUESTION: An experiment was recently proposed to confirm the hypothesis that $67 \%$ of all-white 10 -trial runs from random 10 -marble sets will be found to have come from all-white sets (see description above). Isn't setting up an experiment like this one rather difficult, provided the hypothesis is to be properly evaluated?

ANSWER: To be fair, yes. The most important criterion for setting up such an experiment is that the data - the run of 10 white observations - be allowed to "select" the most probable prior distributions from the universe of all possible prior distributions. That way, prior distributions favoring 10 -element sets likely to yield ail-white runs will predominate, whereas those which do not will tend to drop out. This criterion may be problematic, but it's how nature works, and anything else is too presumptive. The whole idea is to let the data self-select without interference from assumptions built into the experiment, and screening out all such assumptions requires extreme care.

Unfortunately, probability theory in its current state offers little guidance. There are
several important issues here which have not yet been fully explored, and anybody tackling this experiment at the present time is pretty much on his own. In fact, the only thing he knows for certain is that if it fails to confirm the given hypothesis, which is implied by the convergent equivalence of frequency and probability established by the Law of Large Numbers, then it is flawed. That's because the efficacy of the experiment relies as heavily on this equivalence as does the hypothesis itself.

To some extent, calling for an experiment was deceptive of me (okay, I was annoyed!) If the experiment fails to yield the hypothetical result, then it must have been bungled. We know this because the relationship between frequency and proportion would be violated by any other outcome. If an experiment contradicts a mathematical fact, which is what this relationship is, then the experiment must yield to the fact and not vice versa. So if anybody runs an experiment which yields any result but . 67 , he'll simply have to publish the exact setup so that we can try to determine how he botched the job. Then we can finally confront the real problem of "Bayesian Regression"!

QUESTION: Wasn't this controversy supposed to be about Bayes' theorem, as opposed to the Law of Large Numbers?

ANSWER: Like all probabilistic theorems, Bayes' theorem tacitly relies on the relationship between frequency and proportion (or probability). The Law of Large Numbers is just a precise numerical statement of that relationship, and its mathematical derivation a justification. It is the numerical basis of probability theory and statistics.

QUESTION: Aren't there certain problems with the initialization of Bayes' theorem?
ANSWER: Only in the absence of data. Without data to provide qualitative and quantitative information about initial possibilities, one has no idea what possibilities to set equal. But this problem applies to any probabilistic rule, not just Bayes'.

QUESTION: Chris Cole may not be a professional probability theorist, but he is obviously a very intelligent person. He must have glimpsed something about this problem that made him think it was unsolvable (the primary thesis of his supposed theory of "Bayesian Regression"). What do you think he meant?

ANSWER: What Chris Cole may have meant was this. Suppose we begin with a badly skewed prior distribution containing 2 white marbles and 2,000,000 nonwhite ones of various colors. Say we choose two marbles at random for insertion in a box. Now say we sample marbles randomly from the box and get a "run" of 2 white marbles. What is the probability that both of the marbles in the box are white?

Obviously, the nature of the prior distribution makes it extremely unlikely that both of the marbles in the box are white. If we do not know the prior distribution, we do not
know this, and will compute an unrealistically high probability.
However, there are several things to note about this example. First, it assumes the prior application of a statistical rule involving a highly asymmetric prior distribution (as defined relative to a spatiotemporally-inclusive "proto-distribution" consisting of all possible prior distributions). Since this assumption is anything but general, neither is any criticism based on it. In fact, Bayes' theorem is more likely to be right in the long term if it completely ignores pathological examples of this kind, which are themselves too improbable to serve as reliable probabilistic criteria. In general, the more improbable the assumed prior distribution, the less it is worth as a counterexample.

Second, what if the prior distribution had contained only 1 white marble instead of $2 ?$ Then the probability we seek is "really" 0 . But as we explained above, demanding to know this information is to demand that a probability be replaced with a fact. If this is allowed, then we need never compute another probability of any kind.

Third, prior to sampling, the box was highly unlikely to contain even one white marble. Once a white marble shows up, however, it can be treated as a "given", and we may compute a conditional probability predicated on the datum. This ability - to restrict the context to known conditions and compute a probability relative to them - lets any probabilistic calculation be isolated from the external context in which every condition has a prior probability. In other words, even when we lack the information to compute the probability (or measure) of a given datum within the overall context - whatever that may be! - we can still compute a subsequent conditional probability based on that datum. Because Chris' current version of "Bayesian Regression" peremptorily forbids the calculation of such a conditional probability, it is certainly erroneous.

Indeed, if we deny the existence of relative (or conditional) probability, we are either (a) denying the existence of probability, or (b) saying that only "absolute probability" exists. If (a), then we have to dump probability theory in its entirety. If (b), then a "probability" can only be one of two things: a deterministic constraint affecting the elements of a set, in which case it is a fact rather than a probability, or a statistic affecting only a whole set, in which case it amounts to a logical quantifier and precludes any inductive use of probability theory whatsoever. Again, probability theory as we know it bites the dust.

This brings up a very basic distinction between logic and probability, or deterministic and probabilistic reasoning. Probability does not have to be perfect; it only has to be valid in "most cases". Unlike a deterministic constraint, which can be factually invalidated by counterexample, probability is invulnerable to occasional bursts of improbable short-term data. Such deviations are inevitable, and we cannot require probabilistic theorems to forecast every one of them specifically.

QUESTION: So is Bayesian Regression all wrong about probabilistic unsolvability?

ANSWER: Not in a wider probabilistic context. Suppose we have a coin, toss it twice, and come up with two heads in a row. Say that we now wish to compute the probability that both sides of the coin are heads. If we don't know that the coin is fair, then it may be "loaded" so that one side always lands up. How do we separate the possibility that it is loaded from the possibility that it has two heads?

Although this problem is superficially analogous to the " 2 -marbles problem" considered in the last answer, there is a subtle difference. In the 2-marbles problem, we have a basis for temporally isolating the "loading stage", or skewed prior distribution, from the "two-heads" stage, or contents of the box. This lets us isolate the box and data from the prior distribution and compute an appropriate conditional probability. However, the "loaded 2 -headed coin" problem is not so readily decomposed into distinct conditional probabilities. Instead of computing each probability separately, we must instead compute a joint probability for the coin being loaded AND/OR two-headed!

In the loaded 2-headed coin problem, the lack of a spatiotemporal boundary between two independent parameters, balance and stamping, severs the relationship between frequency and proportion. Balance affects frequency, but frequency of what? And stamping, which affects proportion, obviously affects frequency as well, but only if given a fair chance...i.e., only if the coin is not so unbalanced that only one face can show up.

Is there any way to apply conditional probability to this problem? Let's try it. By making two independent symmetrizing assumptions - "the coin is fair" and "the coin is normally stamped" (with a head on one side and tail on the other) - we can calculate conditional probabilities for two-headedness and loading repectively. But since one or both of these assumptions may be faise, we must again calculate P (coin is loaded AND/OR two-headed). In the 2-marbles problem, no falsifiable assumptions are required.

Ironically, it is the temporal dependence of the 2-marble distribution on the prior distribution that lets the problem be decomposed into distinct conditional probabilities, whereas it is the independence of stamping and balancing that prevents an analogous decomposition in the coin problem. In the 2-marbles problem, dependence has created a convenient boundary between cause and effect. whereas in the coin problem no such boundary exists. If this is what Chris Cole was trying to say, then he almost had a point.

QUESTION: Are the problems we've been discussing - Newcomb's paiadox, the 10 marbles problem, and Marilyn's 2-boys paradox - related?

ANSWER: Yes. We've already seen that the 10-marbles and 2 -boys problems can both be viewed in terms of conditional probability. And in Newcomb's paradox, the NST model (which corresponds to the expected utility argument) inductively embeds the classical-physics model (which corresponds to the dominance argument) much as a conditional probability $P(B \mid A)$ embeds the component probability $P(B)$

More than anything else, this is what has confused me about Chris Cole's opinions regarding these problems. In Newcomb's paradox, he summarily restricts the context to one-way time and excludes logical regression to the NST, burning the upward bridge from dominance to expected utility. But in the 10 -marbles problem, he starts at the prior distribution and burns the downward bridge from cause to effect by denying the existence, for Bayesian purposes, of an intermediate context - namely, the closed and finite box-data ensemble! He likes opposite sides of the bridge in each problem, but torches it with equal fire from either direction.

I can only hope that Chris, with whom I've conversed and whose intellect I found sharp and stimulating, will stop selling himself short by clinging to self-contradictory and mutually-contradictory positions on problems which have been solved within an inch of their lives directly under his nose.

QUESTION: What is the bearing of all of this on the Mega Society?
ANSWER: As long as IQ societies have existed, they have been bent on justifying their existence. One of the more profound justifications seems to go something like this. The world is in dire need of a combination Darwin, Einstein and Ghandi - a "secular saviour", so to speak. Unfortunately, the world tends to be markedly unfriendly to genius. So a budding Aristotle, Newton or Voltaire needs all the help he (or she) can get, and it may be up to the IQ societies to help him rise above the tide of mediocrity.

Obviously, if the people who run these societies - the ones who determine who gets recognized for what - lack the ability and fairness to see and acknowledge anyone else's achievements, then the above justification is nothing but a flimsy facade. That would not only denigrate the whole concept of these organizations, but vastly diminish their intrinsic value and potential standing in the intellectual world. And it would give their most promising members - the ones who might actually have what it takes to make a beneficial mark on civilization - far less to lose by walking away from them.

The kind and quantity of resistance l've encountered from the hi-Q politicos of the Mega Society cannot have been lost on most of our members. Regardless of how much animus anyone bears towards me personally - and as far as i'm concerned, l've done nothing to deserve any of it - my own treatment suggests that if a new Great Intellect does happen to appear among our ranks, recognition may not come. In fact, it might even be taken to suggest that this lifeboat in the heartless sea of mediocrity makes up for its lack of a rudder with just another good-old-boy political hit list.

I think we can all agree that the world deserves better.

